
2. Method
•  Disentangle hair into three attribute representations: color 𝒁𝑪, texture 𝒁𝑻 and shape 𝒁𝑺.

Model each representation as a standard multivariate Gaussian distribution for

continuous editing within a reasonable range of values

1. Task – controllable hair editing: continuous, fine-grained

• A learning-based shape adaptor for hair alignment and face inpainting

GitHub Paper

3. Training Objectives

Realism 

(GAN) Loss

Reconstruction Loss: constrain the 

correctness of the attribute editing

Distribution Loss: model each 

representation as a Gaussian

Different forms respecting to the natures of each attribute

• Color: supervised   • Texture: unsupervised  • Shape: supervised with shape adaptor

GAN with Multivariate Disentangling for Controllable Hair Editing

Xuyang Guo, Meina Kan, Tianle Chen, Shiguang Shan (ICT, CAS)

4. Experiments
Comparison of Functionality of different methods

Comparison on transfer with a reference image

Continuous and fine-grained editing

•  Interactive editing

A wide variety for a single person

Input


